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Note that Ivv=tl) does possess the properties of a pdf. since /y1y=r(y) Z 0 and

[!* lvw-,fu)dv= /A $fff.oo = #E I!* Ix.vlx,y)dy= ffi = t.

EXAMPLE 1r Assume lx,r,(z,y; = 1a+v)/1o.ry(a)r1o.rt(y). Now /yg-r(y) = 
(r+yl!0, ' l r . ls)J'.0' lr(v)

( e+  |  ) 11e .11 { : )
= #1lo.tt(y) for 0 < a < l, which is a lincar function of y for fixed 0 < a < l. l l l /

As for joint discrete random vectors. the conditional distriburion of )'given -\' = e. for (.1'.)')
jointly continuous, has two uscs. Firsr PIY e B I X = sJ = ta tvw-.(y)dy. Second, ft.y(a,y) =

Iv1y�=rfu)tx(c), so one can obtain a joiat density by assuming a ma,rginal and a conditional.

Remark To generalize from the birariate case to thc t-variate case. note thet Definition
11 remaias Etid if Y aad X arc each treated as vcctors; write L ead f,. Assume (tr,f)
is jointly continuour. Thea /f6..(g) = qf# for /4(g) > 0. Also, Fg;=.(g) =

I!- lUl-gk)Cg, where the integral ir a multiple integral of tbe same dinension as thet of
I,. Also, fgl-.(g) = PVS glX=gJ, whcrc the iaequalityf s gb componentwise.

{.3 Other Cagcs

Our purpose bcre is to give mcaning to conditionr,l distributionr for thosc cascs whcn the baclground
random vectot is not discrcre or jointly continuous. Wc dso give several formulrs that arc dircct
generalizations of the Theonm on Totd Probabilitics girrm in Chapter l.

lVe want to be able to handle the case whlre, san X is discrete and t/ is continuous; wc
want to give meaniag to the conditiond distribution (prefenbly in density form) of Y givcn X = :
and tbe conditional distribution of X givcn Y = y, and tben use the product of such a conditional
distribution and ut appropriate marginal distribution to definc a joint density. Thet a rendom
variable Y can be continuous; that is, a pdf /r(.) exists, yct tbe conditional distributioo of Y givcn
X = x is discrete can be illustrated by oncc agaia recalling Fz(e,y) of Exaurple 2; when Ft(x,y)
was thebivariate cdf of (X,y) andY = X and X - uni(0,1). y was acontinuousrandom nriablc
with pdf lv@) = Ito.rt(V). On theotherhand the distributionof Y givrnX =r,for0 < a ( l, is
discrete; in fact. Y given X = z is degenerate at a.

For X discrete and Y arbitrary, our Theorem on Total Probabilities says:

P lYeB l  =  D .P f  es ;X=c l
{a : r is mass poiat of X}

= Dr [Y  €S lX= :Jp ; . (a )
{r : a is mass point of X}
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l fow i f  { ) 'e  8 i  =  { } 'S y} ,  rhar  is ,8  = ( -e,y ] ,  then we have

&(v) = f  F"lr=,(y)px(e).
{ r : r m a s s p o i n t }

It is this result that motivates the following definition.

Dcfinition 12 Conditional cdf of Y given discrete X For .\' discrete and y
arbitrarl'. define FvW=r() as the solution to the follorving equation in D for each y:

PtY S a;X € D) =, f F"x-, fu)pxk) for aI D e B,
) z : t is mass point of ,t t
I  u d z l D  I

where B is the linear Borel sets.

Remark &;1=, = qi# is such a solution.

/ / / /

PRooF E F"W=,(y)px(r) =
{:€D)

t l =  P I Y  S v ; X  € D J  f o r a t l D € 8 .

5- PlY*S=y;x = 'Jpx(s) = D r1r s y;x =
1?rot P[x = a] 

{,€D} 
llll
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Mathematically we still have somc concerns; for example, does the &x=r(.) defined as the
solutiori to the key equation have rhe properries of a cdf? We omit the alluded to matbematics.

We have previously defined the conditional cdf of Y given X = z for both X and y discrctc.
It can be shown that that conditional cdf satisfies the key equation of Definition 12. We now ur?
the conditional cdf to define a conditional pdf.

Definition 13 Conditional pdf of Y given discretc X If X is discrctc and
&x-'(') absolutely continuous. define the condiuonal pdl of Y given X = x as /r*-r(y)
- dFrtx.'(y)- -- ----4-' 

il il

We have defined the case where X is discrete and Y lX = a is continuous. Notc that if D is
the real line, the equation in Definition 12 reduces to Fr(y) = ply S y] = E Fr6=r(y)px(e),

and differenriating with respect to y yiclds: {e a mass poiat of X)

Remarlc For X discrere. Y continuous, and &w=r(.) absolutely continuous for all mass
points z of X

tvfu) =
{r 3 tlass

E
point of X)

lvlx=.@)nxG). ilil
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The above Remark gives the rrarginal pdf of Y

and margind pmf of X.

Next let's assume .l'is continuous.

:3

in terms of the conditiond pdf of Y I X = t

iltl

Dcfinition 14 Conditional cdf of Y given continuous X For .{ continuous and
Y arbitrary, define &lx=r(.) as the solution to

PIY Sv; x € o1 = [ rr,x'..0illx(:)de for dl D € B.
b

where I is the linea,r Bord scts.

Remark For (X,Y)jointly continuous. Frrlx=r(y) = Jl- tvlxn..@)du is e solution when

!vgx',.fu) = W as it should be'

pRoor ! (&6-, (v)) /xt") dz = ! (E- trw-,(o) ao) h@) dr =
D D

I E- fxy\,r)dodz = PIX e D;Y S yJ for all .D. 
- 

t I tl
D

Note that if D is the rcd linc, P[Y 3 y;X € D] = PIY S yl = J3- FvW-,@)tx(a)&.
Now, if wc assumc Y is discrctc and y is a mrss point, thca f(y) = Fr(y) - fVfvb 

- h) =

/a ry,r- ,(il!x@)dz-Ihl:Frw-,(y- h)lxkldz= /:. [Fr,r-,(r) 
- 

lii&lr-,t, 
- r)]

ty$)dz: a.ud hence thc following dcfinition.

Dcfinition 15 Conditional pmf of Y girrcn continuour X If X is continuous end
Fyw=r(.) discrete, the conditional pmf of l'givcn X = z satisfics:

wtu) = 
I:ww-Jyrfx(e)de. illt

Remark w1=s@) = l'v'l,i*vfu)' satisfies the above equation and providcs tbc fuada-
metrtal relationship tieing togcthcr conditiond dcnsities rnd marginrl dcncitics for mc ran-
dom variable discrete (Y here) and the other continuous (X hcre). We have pyW=r(y)/x(a)
= txy=v(e)ry(V), and cdtlrcr sddc Aiucs the joint dcwity ol X andY.

/3- (r"rr-,(v)) !xk')e = JA (+,+ft!4)/rt'p' =PROOF

wfu) I!- lxv=t!\dx = w@y ilil

Definitions 12 and 14 a,re not practical, and we will not u3e them in practicc. We will create

model by assuming what a conditional distribution is and whet the marginel of thc givco
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random variable is and then use what results from these assumPtions' The follouing exampie

illustrates.

E X A M P L E  1 2  S u p p o s e X  -  u n i f ( ( ) ' 1 ) u r d Y l X  = z - b i n (bin(a,z). \\hat is the dist'ribution

JI
i

i

of )'? And what is the distribution of X I Y = v? -Pr!V) 
= Jl-Pvtx-'(9)/x(e)de 

=
"tif 

:\ "1,, -zr-v,44" = ( :,) p,r*1,n-v*t) = ( ; ) +"-l- = ;h ror 
I 
= 0""' ':

'o  
\  

y  J-  
' -  

. .^  \  
o  / - . ,  / r -  ^ . r -  * iv*r ro l rnorrarc-  we see that  auni form mix ing

of )'? And what is the distribution of X I Y

;;"|,1. / - dir.r.,e unif{0, i.. . .in}. (In our mixtur. l"nguige, we see that a uniform mixing

distribution over the p paramerer of a b.inomial gives a dir.r.r. uuiform for the mixrure.)

lt
: r( l-s) i- l11o,, t(3)

I
I
I
t
I
I

Iiow fitr=v(e) = Prrx::lv]/xtr) = ffitv(l 
- a)n-rJ1o.r1(e) =

' ' " " " " ' t = : ; J . t - t ( t j : i ' i - v+ r - r / (o . r l ( r ) ; t ha t i s 'X lY= ' t -be ta (v * l ' a -v+1) '

E(y+ l .n -Y+r1

Byassumingamargiualdistr ibur iononxandalsoacondi t ionaldistr ibut ionforJ '.  - - -  , | - , | . . a r

,,r., ;:; il *r*rt*y have a joiut disuibutiou for x and Y from which we can deduce

t h e o t h e r m a r g i n a l a n d c o n d i t i o n a l d i s t r i b u t i o n . I l l l

The main results of this section can be summarized by repeatiag tbe folowing three equatiols'

in which the notation indicates the kind(s) of deusities assumed'

/y(y) = t /Yu.'(Y)Px(s)
. {rs is mass Point of X)

wQ) = !!*Wtx-'fultx(e)&
PYw' l ' (g) !x i )=!xr . , (a) rv(v)g i r rcsthejo in tdensi tyofXendY.

onecanextendto^liadircrererandornvectorandrsGontinuousrandomvcctoriaaneturd

uray.

lVe ciose this subsection by listing four fornulas, all of the type of the Theorem ou Totd

probabilities. and a fifth formula involving conditional probability and random variablct' The first

four formulas incrude p[A I x = a] where / is an evenr. stricrry spealdng PIAI x = al needs

to be defined, and it can be defined just as Fvu"(y) = PF' S y lx = a] wes defined' our ure

oLP lA lx=a ]w i l l be th roughoneo f the fo l l ow ing fo rmu las 'a ld tbeBa tu tcendmodd iago f

the experiment whicb produced the sarople EPace oa which both ,{ asd X are defiaed, will dictete

w h a t P [ / l X = e ]  i s '

Formulas FeneralizinF the Theorem 9n Total Probabilities

For -f, discrete with mass points 81r82r"'

(i) PlAl= 
Tt', 

l-f, = eilPx(zi) '
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( i i )  P [ A ; X € . 8 ]  =  f  
p V l X = s i l p x ( l i ) .

i t . r '  €8)

For X continuous, -

(iii) P[Al = f?* PVq,l X = a)!1se)d,2.

( jv )  PIa;x  €81 = IPIAIX=xl f2s@)d,2.
B

( " )  P l s ( X , Y )  S s l X = : J  =  P l s ( z , Y ) J z l X = a l .

Of course. when X is discretc, PlAl X = z;l = +ffi#, so p[/ lX = a;J is in fact defined. For
X continuousr one cannot define PIA I X = zl * ft#+d since p[X = sJ = 0. It is rcasonable to
ask whethet PIX = rJ can be replaced with something like P[r-n < x < e*AJ, whic]r has positive
probability, and then talce the limit as h - 0. The ansncr is aftrmative; and. for example. thc
following is true:

PlAlx=a l  = , , l in  p [ r ,HSx<ry ]  ,
where [.] is the gresresr integer function.

Tte following is a classicar cxamplc that uscs Fsnnuh (iii) aborrc.

EXAMPLE 13 Three points an selecrcd randomly on the cirmmfcrclcc of r circle. Whei
is the probability that thce will bc e scmicirclc oa whic.h all three pointr will lic?,,"gy
sdectiag e point "randomly,' we metn that the point ir cgually lilcly to bc rny poiat oo ,1.
circumfereacc of the cirde; that is, the point is uniforaly distributcd oner the circuufccoce
of the cirde' Let us usc tha first point to orieut the cirde; for exanplc, oricnt thc cirdc
(assumcd centered at the origin) so thet the first poiut falls on the podtivc a rrir. Irt,X
denote the positioa of thc second point, and let r{ dclote the eveat thet dl thrcc poiatr lig
on thc same half circle. X is uniformly distributed ovcr the intcrnal (0,2r). Accordiag to
Formula (iii)' p[/J = I pIA I x = xlfs@)dz. Note that for 0 < e < r, plAl x = al =
(:r - e + r) l2r since, given X = 8, event r{ occurs if and only if the third point fdls bctnrcco
t- l t  and t .  Simi lar ln PlAl  X = el  = (e+n-n) l2r  fotr  S r  S 2r.  Hcocc plAl=
Ii' plel X = fl(tlzr)dz = (t/br){lll(zn - x) l2rJd" + Il,G l2tr)d,zl = l. lllt

Independence of Random Variables

Whel we defined the conditional probability of two events in Chapter I, we also defiaed indcper
dence of events. We have now defined the conditional distribution of random rrariables; ro wG rhould
define independence of random variables as wcll.

ic ft+tl=rl
, r J Q




