HOMEWORK SET #7

1. Let the joint probability mass function of discrete random vector (X, Y")
be given by

fxy(z,y) =k@@*+y*) z=1,2 y=0,1,2

(a) Find the constant k.

(b) Find the c.d.f Fxy(z,y).

(c) Find P(X >Y), P(X +Y <2), P(X +Y = 2).
(d) Find the marginal probability mass functions.

(e) Find E(XY) — (EX)(EY).

(f) What is the distribution of X +Y, X —Y and XY

2. Let the joint density of continuous random vector (X,Y") be given by

fxy(z,y) =k(@*+y*) x€(1,2), y€(0,2).
(a) Find the constant k.
(b) Find the c.d.f Fxy(z,y).
(¢) Find P(X > Y), P(X +Y <2), P(X +Y = 2).
)
)

(d) Find the marginal densities.

' _ E(XY)—(EX)(EY)
(e) Find p(XY) = Voer(X)var(Y)

3. Let X,Y be discrete. Prove that X and Y are independent if and only
if pxy(s,u) =px(s)py(u) for all s, u.



